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Abstract—We present coding methods for generating `-symbol
constrained codewords taken from a set, S, of allowed codewords.
In standard practice, the size of the set S, denoted by M = |S|,
is truncated to an integer power of two, which may lead to
a serious waste of capacity. We present an efficient and low-
complexity coding method for avoiding the truncation loss, where
the encoding is accomplished in two steps: first, a series of binary
input (user) data is translated into a series of M -ary symbols
in the alphabet M = {0, . . . ,M − 1}. Then, in the second step,
the M -ary symbols are translated into a series of admissible `-
symbol words in S by using a small look-up table. The presented
construction of Pearson codes and fixed-weight codes offers a rate
close to capacity. For example, the presented 255B320B balanced
code, where 255 source bits are translated into 32 10-bit balanced
codewords, has a rate 0.1 % below capacity.

Keywords− constrained code, code design, binary block
code, balanced code, Pearson code.

I. INTRODUCTION

Constrained codes have found widespread application in a
large variety of communication systems such as cable trans-
mission [1, 2], vehicular communications systems, visible light
communications (VLC) systems [3], and data storage products
ranging from magnetic, optical, solid-state (Flash), and DNA.
Runlength limited codes [4] (RLL) use codewords with re-
strictions on the minimum and maximum runlength (that is,
the number of consecutive like symbols) of the encoded se-
quence. RLL codes are ubiquitous in optical disc and magnetic
recording products [5], VLC [3, 6], and DNA-based storage
media [7, 8]. Balanced and almost balanced codes employ
codewords with equal, or almost equal, numbers of 1’s and
0’s [5]. A typical example of an almost balanced code is the
8B10B code. The 8B10B code has many embodiments [2, 9],
and is widely used in gigabit telecommunication systems
and data storage media. Combinations of RLL and balanced
codes can be found in data storage, energy harvesting, and
communications codes [10, 11, 12, 13].

The codewords of a constrained block code are taken from
a selected repertoire, S, S ⊆ Q`, of admissible codewords
x = (x1, x2, . . . , x`), xi ∈ Q. The number of admissible
codewords is denoted by M = |S|, the size of S. We do not
concern ourselves with the selection or pairing of codewords.
Each admissible codeword will be uniquely represented by an
integer symbol taken from the alphabet M = {0, . . . ,M − 1}.
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The information capacity, denoted by C, of the channel using
constrained codewords equals

C = log2M. (1)

In standard practice, the size of the original set S of admissible
codewords is truncated to the nearest integer power of two,
2bCc, by judiciously deleting the surplus, M − 2bCc, words,
which may lead to a serious waste of capacity. A notorious
example is the binary Pearson code, where only one word, the
all-1 or all-0 word, is excluded [14]. With prior art fixed-block
codes the rate equals (` − 1)/`, which entails a significant
redundancy for small `. Another well-known example is
M = 252 (the number of 10-bit balanced (binary) codewords
with equal numbers of 1’s and 0’s), where the truncation to
27 = 128 codewords leads to an information rate waste of
around 10 %. By combining ten 10-bit balanced words, we
can translate 79 bits into ten 10-bit balanced codewords. The
redundancy is less than a percent, but the improvement comes
at a higher complexity of the look-up translation tables. There
is a need to improve the rate efficiency of constrained codes
without complex look-up tables.

We present and investigate a new encoding procedure that
aims to improve the code rate efficiency without the need
to use large look-up tables. The new encoding method is
accomplished in two steps. First, the key step, binary source
data are efficiently translated into a series of integer symbols
in the alphabet M that are conveniently represented by q-bit
binary words, where q an integer satisfying q = dCe. In the
second step, the series of q-bit words is translated into a series
of admissible codewords in S. The first encoding step scales
linearly with the number of symbols in the codeword.

The paper is organized as follows. In Section II, we start
a survey of properties of the radix conversion scheme. Sec-
tion III presents results of the new coding technique. An
alternative scheme, the variable length to fixed length scheme,
is investigated in Section IV. Applications to binary Pearson
codes and balanced codes are given in Section V. We present a
high-rate 255B320B balanced code, where 255 source bits are
translated into 32 10-bit balanced codewords. Our conclusions
are presented in Section VI.

II. RADIX CONVERSION SCHEME

A straightforward method for translating an n-bit source
file into a series of integer symbols in the alphabet M is base
or radix conversion. The binary n-bit input word, considered
as a number in radix 2, is converted into Lo integer symbols
in M, where Lo is a user-defined positive integer [15]. The
Lo radix-M integer, in turn, is translated, using a look-up
table, into the corresponding admissible word. The number of
distinct integers that can be addressed with Lo symbols in an



M -radix system equals MLo , so that for a code to exist we
have 2n ≤MLo , or

n = bLoCc. (2)

An integer symbol in the alphabet M can carry at most C bits,
so it is natural to define the rate efficiency of an encoder as
the quotient of the (average) number of bits that are translated
per symbol and the capacity C. Then, the rate efficiency of
the radix-2-to-M conversion, denoted by Ro(Lo), equals

Ro(Lo) =
n

LoC
=
bLoCc
LoC

. (3)

The rate efficiency of a simple look-up table, Lo = 1, equals
Ro(1) = bCc/C. The best case rate efficiency is obtained
when M is an integer power of two, then Ro(Lo) = 1, and
the coding step is lossless.

Example 1: Let M = 252. Then, we can transmit
at most C = log2(252) = 7.977 bits per symbol. A
simple binary encoder, using a look-up table, has a rate
Ro(1) = 7/7.977, which implies a 10 % relative rate loss.
Let, for example, Lo = 10, then, n = 79, so that the (relative)
code redundancy of the radix conversion scheme equals
1−Ro(10) = 1− 79/79.77 ≈ 0.0097.

A drawback of the radix conversion scheme, unless M
is an integer power of two, is the increasing complexity
with growing codeword length n as we require n-bit addi-
sion/subtraction units and storage of the (M − 1) × Lo n-
bit wide coefficients. Let M be close to an integer power
of two, say M = 2u + v, where u, v are two integers,
u > 0, |v| � 2u, then C ≈ u + v

ln(2)2u . Let v > 0, then
Ro(1) = u/C, and we simply find that Ro(Lo) > Ro(1) for
Lo ' 2u ln(2)/v ≈ 0.693 2u/v. In other words, in order to
improve the rate with respect to that of a simple look-up table,
Ro(1), we must increase Lo. For example, let M = 33, then
C = log2(33) ≈ 5.044394118 and Ro(1) ≈ 5/C = 0.9911.
We easily find that L′o = 23 is the smallest Lo that can
increase the rate to Ro(23) = bCL′oc/CL′o = 116/115Ro(1).
In the next section, we describe a simple method for efficiently
generating codewords that has less concerns with respect to
complexity.

III. DESCRIPTION OF THE NEW CODING METHOD

A. Basic encoder

An integer in M is represented by a q-bit word, q =
dlog2Me, taken from a constrained set, C, where |C| = M .
The aim of the new coding method is to efficiently translate
binary source data into a series of q-bit words in C. The binary
source data are assumed to be represented by (n−1)-bit words,
denoted by (a1, . . . , an−1), ai ∈ B = {0, 1}, where n is a
conveniently chosen integer. The (n − 1)-bit source word is
translated, using the new algorithm, into L q-bit words, where
qL = n. The q-bit words are denoted by ui, 1 ≤ i ≤ L, where
the first word, u1 = (p, a1, . . . , aq−1), called pivot word,
contains q − 1 user bits plus a redundant bit called pivot bit,
denoted by p, p ∈ B. The value of the pivot bit, p, is governed

by the encoder, see later. The remaining (L− 1) q-bit words
are defined by a shuffled input: ui = (a(i−1)q, . . . , aiq−1),
2 ≤ i ≤ L.

B. Description of the encoding and decoding algorithms

For clerical convenience we define two functions: dec(y)
denotes the decimal representation of the q-bit word
y = (y1, . . . , yq), and, vice versa, y = binq(z) denotes the
q-bit binary representation, y, of the integer z, 0 ≤ z ≤ 2q−1.
Clearly, dec(y) = z. All variables are integers, the bold
face variables denote q-bit words. Let w = 2q −M denote
the number of inadmissible words, u, dec(u) < w. At the
conclusion of the algorithm, all inadmissible q-bit words, ui,
dec(ui) < w, are eliminated and replaced by admissible q-bit
words, so that dec(ui) ≥ w,∀i.
Encoding routine
Input: The integers q, w = 2q − M , L, and the binary
(Lq − 1)-bit source data (a1, . . . , aLq−1).
Output: Series of encoded q-bit words ui, where dec(ui) ≥ w,
1 ≤ i ≤ L.
Initialize: Define the L q-bit words u1 = (1, a1, . . . , aq−1)
and ui = (a(i−1)q, . . . , aiq−1), 2 ≤ i ≤ L.
Set v = 1.
Replacing inadmissible words:
for i = 2 : L

if dec(ui) < w
ui = uv; uv = binq((i− 1)w + dec(ui)); v = i
end

end.

Note that the pivot bit equals ‘1’ in case the user data is sent
unmodified, or it equals ‘0’ in case at least one word has
been modified. As a result, the receiver can easily detect that
modifications have been effected. Decoding of the received
codeword can be accomplished in a straightforward way by
recursively undoing the replacements.

Decoding routine
Input: The integers q, w = 2q −M , L, and L q-bit words ui,
1 ≤ i ≤ L, encoded by the above routine.
Output: Series of decoded q-bit words, denoted by ûi,
1 ≤ i ≤ L. The (Lq − 1)-bit source data (a1, . . . , aLq−1) are
found after a reshuffling of ûi.
Restoring the source data:
for i = 1 : L ûi = ui end
if dec(u1) < 2q−1

v = 1; c = 0;
while (c < 2q−1)

vo = v; c = dec(uv);
v = 1 + c÷ w; ûv = binq(dec(uvo)− (v − 1)w);

end
û1 = binq(c− 2q−1);

end.

The arithmetic of the algorithms is easily embodied in a
look-up table. Two worked encoding examples will be helpful
to understand the encoding algorithm.



Example 2: Let q = 4, L = 4, w = 2 (‘0000’ and ‘0001’
are forbidden words). Let the user data be ‘000 0001 0000
1111’. After prepending the pivot bit ‘1’, we obtain the
sequence ‘1000 0001 0000 1111’. Set at the start v = 1. We
find the first inadmissible word at position i1 = 2, and we
replace it by the pivot word, that is, u2 = u1 = ‘1000’. Then
wi1 = dec(u2) = 1, so that the pivot word becomes u1 =
bin4((i1 − 1)w + wi1) = bin4((2 − 1)2 + 1) = bin4(3) =
‘0011’. We obtain the intermediate result ‘0011 1000 0000
1111’. Set v = i1 = 2. The second inadmissible word is found
at index position i2 = 3. We now set u3 = uv = u2 = ‘1000’
and u2 = bin4((i2 − 1)w + wi2) = bin4(4 + 0) = ‘0100’,
and we obtain the final result ‘0011 0100 1000 1111’.

Example 3: Let, as above, q = 4, L = 4, w = 2. Let the
user data be ‘000 0000 0000 0000’. Without much ado, we
write down the intermediate results ‘0010 1000 0000 0000’,
‘0010 0100 1000 0000’, and ‘0010 0100 0110 1000’. The
sent codeword is ‘0010 0100 0110 1000’. In case the source
word is ‘001 0001 0001 0001’, we obtain the codeword ‘0011
0101 0111 1001’.

Unique decoding is possible if the number, L, of q-bit words
that can maximally be translated, equals [16]

L =

⌊
2q−1

2q −M

⌋
. (4)

so that the rate efficiency of the code, denoted by R1(M), is
at most

R1(M) =
Lq − 1

LC
. (5)

If 2q −M = 2t is a power of two, 1 ≤ t ≤ q − 1, we simply
find

R1(M) =
q − 2t+1−q

C
. (6)

In case L = 1, when M is in the range

2q−1 < M ≤ 3

2
2q−1 − 1, (7)

the algorithm does not improve the rate efficiency with respect
to a simple look-up table. The worst case rate efficiency equals

R1

(
3

2
2q−1 − 1

)
≈ q − 1

q − 2 + log2(3)
. (8)

We may, in some instances, improve the rate efficiency by
combining r, r ≥ 1, M -ary symbols into a single r-symbol
word.

C. Combining words

The number of combined admissible r-symbol words equals
Mr, so that we obtain

q′ = dr log2Me, (9)

L′ =

⌊
2q

′−1

2q′ −Mr

⌋
. (10)
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Fig. 1. Redundancy 1−Rr(M) versus C = log2 M for r = 1 and 2.
The curve denoted by VF is discussed in Section IV.

7 7.5 8 8.5 9 9.5 10

log
2
 M

0

0.005

0.01

0.015

0.02

0.025

0.03

1
-R

Fig. 2. Redundancy 1− R̂3(M) versus C = log2 M , where R̂3(M)
denotes the largest of R1(M), R2(M), and R3(M).

Let Rr(M) denote the rate efficiency of the encoder, then

Rr(M) =
L′q′ − 1

L′rC
= R1(M

r). (11)

Figure 1 shows the redundancy 1−Rr(M) versus C = log2M
for r = 1 and 2. The encoder cannot improve its rate efficiency
with respect to an encoder using a simple look-up table if L′ =
1, that is, when M is in the range 2q

′−1 < M < r

√
3
22

q′−1,
which gets smaller with increasing r.

We may further observe that not for all M we have
Rr(M) > R1(M), r > 1. Let R̂m(M) denote the highest
Rr(M) achievable for a selected r = 1, . . . ,m, that is,
R̂m(M) = max{R1(M), R2(M), . . . , Rm(M)}. Figure 2
shows the redundancy 1− R̂3(M) as a function of log2M .

D. Encoder complexity

The complexity of the encoder scales with L. If the source
data are random, then the probability of t replacements, 0 ≤



TABLE I
ENCODER TABLE OF VF CODE FOR M = 5.

input output
000 0
001 1
01 2
10 3
11 4

t ≤ L, in the L q-bit words follows a binomial distribution.
The average number of replacements, denoted by µ, is

µ = L
w

2q
. (12)

As (4), we have µ ≤ 1/2. The probability that no word is
altered equals (1− w

2q )
L.

IV. VARIABLE-TO-FIXED (VF) LENGTH ENCODING

Cao and Fair have investigated the application of
variable-to-fixed length codewords (VF code) for constrained
systems [17, 18]. Again, let q = dlog2Me. In the VF scheme,
the M source words may have two lengths, namely q − 1
and q. We define v1 = 2q −M source words of length q − 1
and v2 =M − v1 = 2M − 2q source words of length q. The
M source words are assigned to the M integers taken from M.

Example 4: Let M = 5, then q = 3, v1 = 2q −M = 3,
and v2 = 2. Define the five source words 000, 001, 01, 10,
11 of length 3 and 2, respectively. The M = 5 source words
are arbitrarily assigned to the integers 0, . . . , 4. Table I shows
a possible assignment. Let the input string be 001011000011.
The encoder parses the input string into the words 001, 01,
10, 000, 11 and translates them, using Table I, into the output
string 1, 2, 3, 0, and 4.

Assuming independent and identically distributed random
input data, the average rate efficiency of the VL code, denoted
by Rvl(M), equals

Rvl(M) =
1

C

(
q − 1

2q−1
v1 +

q

2q
v2

)
=

1

C

(
q − 2 +

M

2q−1

)
.

(13)
The worst case rate efficiency equals bCc/C, which is the
same as that of a simple block code. Note that, see (6), for
M = 2q−2t we have Rvl(M) = R1(M). Figure 3 shows the
redundancy 1 − Rvl(M) versus log2M . A survey plotted in
Figure 1 shows the redundancy 1−Rvl(M) for the variable-
to-fixed length (VF) encoding and 1 − Rr(M) versus C =
log2M , r = 1, r = 2, for the new method.

V. APPLICATIONS

In this section, we present applications to Pearson codes
and fixed-weight codes.
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Fig. 3. Redundancy 1 − Rvl(M) of the VL scheme versus C =
log2 M .

A. Binary Pearson codes

Pearson codes have been advocated for channels whose gain
and/or offset are unknown [19]. For binary channels, Q =
{0, 1}, with unknown offset, the offset channel, it suffices to
forbid the all-0 word (or the all-1 word), and for channels
with both unknown gain and offset, the offset/gain channel,
we forbid both the all-0 and all-1 words. Let the codeword
size be q, then we simply have M = 2q − 1, M ′ = 2q − 2,
and C = log2M , C ′ = log2M

′ for the offset and offset/gain
channel, respectively. Although only one or two codewords are
barred, prior art block codes face a serious loss for small q. By
invoking the new coding method, we are able to improve the
rate efficiency to R1(2

q−1) = (q−2−q+1)/C or R′1(2
q−2) =

(q − 2−q+2)/C ′, see (6). For the VF code we find the same
rate efficiency results, namely Rvl(2

q − 1) = R1(2
q − 1) and

R′vl(2
q − 2) = R′1(2

q − 2), respectively, which accords with
the results presented in [17, 18, 20].

B. Fixed-weight codes

The weight of a binary codeword is the number of its
symbols equal to ’1’. A balanced code is a fixed-weight code
whose codewords have equal numbers of 1’s and 0’s. The
6B8B [21] and 4B6B [3] codes are examples of balanced
codes, where the short-hand notation mB`B refers to codes
that translate an m-bit input word into an `-bit codeword.
Balanced codes, such as the 6B8B and 5B10B codes, have
a minimum Hamming distance of at least two. The 5B10B
features a minimum Hamming distance 4 [22], which offers a
greater noise resilience at the cost of a higher redundancy. Note
that the 8B10B [2] code is not balanced as it uses codewords
of weight 4, 5, and 6. The codewords with weight 4 or 6 are
sent alternately for balancing the numbers of 0’1 and 1’s, so
that the concatenation of codewords is almost balanced [2].
The minimum Hamming distance of the 8B10B code is unity.

We have applied the new coding method to constructing
balanced codes. Table II shows the rate efficiency of the new
construction versus the codeword length `, where M =

(
`

`/2

)
.



TABLE II
PERFORMANCE OF `-BIT BALANCED CODES.

` M =
( `
`/2

)
bCc/C R1(M) Rvl(M)

8 70 0.979 0.979 0.994
10 252 0.877 0.999 0.999
12 924 0.914 0.995 0.995
14 3432 0.937 0.993 0.994
16 12870 0.952 0.989 0.994

Except for the case ` = 8, the resulting rate efficiency is
close to capacity, in most cases less than half a percent.
Example 5, ` = 10, details the construction of a rate 255/320,
255B320B balanced code with minimum Hamming distance
two, whose rate is 0.3 % lower than that of an 8B10B code
with a minimum Hamming distance of unity.

Example 5: There are M = 252 10-bit balanced words.
A straightforward implementation of a block code translates
7 source bits into 10 channel bits. We may improve the
efficiency by combining codewords, see Example 1, but its
implementation requires impracticably large look-up tables.
With the new scheme, we find q = dlog2Me = 8, and
w = 28 − 252 = 4. Then Lq − 1 = 255 source bits can
be encoded into L = 32(= 2q−1/w) 10-bit balanced words.
The rate efficiency is 0.999, see Table II. The new encoding
method requires data storage of 32 bytes, the execution of the
encoding algorithm, and a small look-up table for translating
an 8-bit wide word into a 10-bit balanced word.

VI. CONCLUSIONS

We have presented an encoding method for efficiently trans-
lating binary source data into a series of integer symbols in
the alphabet {0, . . . ,M − 1}. The series of integer symbols is
translated, using a second encoder, into a series of constrained
codewords. We have compared the rate efficiency of the
new scheme with that of variable-to-fixed (VF) length codes.
As an application example, we have presented constructions
of Pearson codes and fixed-weight and balanced codes that
offer a rate close to capacity. We have presented a high-rate
255B320B balanced code, where 255 source bits are translated
into 32 10-bit balanced codewords, has a rate 0.1 % below
capacity, and a minimum Hamming distance between the 10-
bit words being two.
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